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Abstract—Often, in the assessment of a technological system, attention focuses on quantitative characteristics
reflecting aspects of the machining quality. The assessment may be subjective for each machine tool and each
implementation of f lexible technology. If characteristics corresponding to the quality of control are consid-
ered, the system may be assessed at the design stage. Various engineering and economic parameters may be
adopted as the criteria in optimization. The system corresponding to a minimum of the optimization criterion
only provides the best results in the worst operating conditions.
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INTRODUCTION
Quantitative assessment of a technological system

on the basic of specific criteria entails establishing a
model of the relation between the machining condi-
tions and the requirements  on the product, assum-
ing that the state of the system in the course of opera-
tion is 

where  is the state vector of the technological sys-
tem.

The characteristics  may be significantly differ-
ent, depending on the current state of the system. For
example, the dynamic state may be modeled in the
Fourier time or frequency domain. Given the set of
states of the system, incorrect assessment of the qual-
ity of control is probable.

Characteristics directly associated with the quality
of control were presented in [1–3]. Their analysis per-
mits the assumption quantitative assessment of the
technological system is possible at the design stage in
terms of characteristics such as the operational quality
attainable by adjustment of the system parameters; the

energy consumption; the speed; and the conditions
corresponding to the final state.

ANALYSIS

As a rule, the number of quality indices , …,
 depends on the complexity of the problem to be

solved [4]. With increase in the number of indices, the
solution of the problem becomes extremely complex.
To eliminate such complexity, we must use generalized
indices (J) depending on the particular indices ,
…,  and the transient state functions

where z is the internal state of the system; and X is the
input.

The structural function characterizing the system
depends on the inputs , the operator W, and the
parameter vector . On that basis, we state the follow-
ing conclusion regarding the quality of the system

where X is the set of input data; and Y is the set of
output data.
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Thus, analysis and modeling of technological sys-
tems is possible on the basis of the change in state of
the system and the quality index J.

The numerical value of the generalized index J cor-
responding to a specific state of the system is a charac-
teristic of the system. When using the time domain for
various structural operators of the system, the real val-
ues of J correspond to specific operational processes of
the system over time. Hence, the functional relation
allows the characteristic to be regarded as a functional.

All sets of characteristics may be categorized as reg-
ular or statistical. Analysis of a system that only con-
tains determinate processes is possible by means of
regular characteristics [4].

The characteristic J is regular and may be repre-
sented by the structural parameters  of the system,
omitting the stochastic component

Optimization may be based on characteristics such
as the reliability, the productivity, the cost of raw
materials and energy, and the product quality. On the
basis of the conditions of the problem, we need to find
the minimum or maximum values of the target func-
tion ( ) corresponding to optimal control of the sys-
tem

where  are the output data;  are the input data;
 are the control signals; and  are the perturbations.

When stochastic process  acts on the system,
the state vector  and hence the output data  will
be random. To eliminate this problem, a statistical
index representing the determinate characteristic of
the stochastic process must be introduced. The statis-
tical index selected is the conditional mathematical
expectation [4, 5]

where Q is the functional of vectors 
and K; f is the distribution of the random process;
X denotes the input data; Y denotes the output data;
Z is the internal state of the system; and K consists of
the system’s design parameters.

For dynamic control systems, the problem
becomes more complex; as a rule, it is necessary to
determine the statistical index of the system in integral
form [6]

where Φ is a function determined by a specific type of
characteristic and expressing the reaction of the sys-
tem;  denotes a set of random values; and f

K

( )= .J J K

Q

( ) =out in, , , , min/max,Q X X U F t

outX inX
U F

( )X t
Z outX

( ) ( )= χ χ χ
0

, ,
x

J Q K f d

( )χ = χ , ,X Y Z

( ) ( )= … Φ λ … λ … λ λ … λ 
1

1

1 1 1, , , , , , ,,
n

n

b b

m m m
a a

J l t f d

λ … λ1, , m
RUSSIAN
is the distribution density of the set of т random val-
ues .

In creating systems that may be parametrically
optimized, it is preferable to use a single index [6] in
assessing the quality of control. For example, for con-
tinuous systems, we may select an integral quality
index. (For a discrete system, we take the sum, rather
than the integral.) On that basis, mathematical con-
siderations indicate that the sum of squares of the con-
trol errors is preferable. The index may be represented
as the mean power, and so may be used in modeling
the regulators for other methods.

For parametric optimization, we use quadratic
quality indexes in the form [7]

where  is the control error;
 =  is the deviation of the controlled

variable from the steady value  in the
case of stochastic perturbations; and  is a weighting
factor for the controlling variable.

In this quadratic index, the ratio of the mean
square control error

to the mean square deviation of the controlling vari-
able or the mean input power

depends on the weighting factor .

To attain the minimum value of  in optimization
of the regulator parameters, we need to determine the
parameters  such that

Comparison of the quality of control is possible by
means of the mean square control error , the mean
square variation in the controlling variable (the costs
of control) , the overregulation , and the time to
determine the output data and the initial value of the
controlling variable  with stepwise variation in
the signal 
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Fig. 1. Functional diagram of the penalty assessment sys-
tem.
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A method exists for determining the optimality cri-

terion on the basis of a penalty function, which reflects
the distance between the elements of metric space
(Fig. 1) [7].

At time t, the state of the system (Fig. 1) is deter-
mined by the group of vectors , , , with
the penalty , where  is a speci-
fied nonnegative function of its arguments. If

 corresponds to specific penalties in unit
time, the operational quality of the system in time seg-
ment [0, T] may be assessed by means of an integral of
the form

Since the processes ,  are random, the
integral is a random quantity with absolutely any fixed
control law , . With repeated use of the
control algorithm, the mean costs or losses in control
are determining. Thus, optimization may be based on
the integral index

(1)

In many cases, it is only important to know the
state of the system at the final time T (terminal con-
trol); the transient processes when  are insig-
nificant. On that basis, we may obtain the terminal
optimality criterion by means of a specific penalty
function 

(2)

With expansion of the phase vector X, the integral
criterion in Eq. (1) may be written in the form in
Eq. (2). Consequently, we may regard Eq. (1) as a par-
ticular case. Nevertheless, the consequences of the
criteria in Eqs. (1) and (2) will be different, since they
have very different engineering interpretations. In
addition, it is not unusual to encounter criteria in
which these approaches are combined and the out-
come depends on both the transient process and the
final state of the system

If the worst state of the system (in terms of the
selected penalty function) in fixed time interval [0, T],
we obtain the following expression instead of the
integral
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Averaging, we obtain the optimality criterion

The quality of operation with a quadratic penalty
function is estimated by means of an integral function
of the form

For a set of systems, calculation of the optimal reg-
ulator (damper) is required. On the basis of the mean
square error, it best suppresses the f luctuations due to
random perturbations . The optimization crite-
rion may be taken in the form [8]

Optimal damping largely involves selecting the
mean square criterion in assessing the quality of the
system.

We assume that the observable signal  takes the
form

where  is the useful signal, which varies over time
and depends in a known manner on the set  of signif-
icant informational parameters and the set K of para-
sitic parameters; and  is the noise of the observation,
which varies over time (t = 1, 2, …).

We need to assess the informational parameters
( ). Often, the parameter sets  and K are specified
stochastically with specified statistical properties.
They may also be determinate. It is important to find
optimal estimates corresponding to extrema in the
quality functional

where T is the time of signal observation; and М signi-
fies averaging over the ensemble of iterations of the
signals {Yt}, {St} corresponding to a specific value of
the parameter g. Determining W-rfr entails under-
standing the statistics of the signals {Yt}, {St}.

A similar problem concerns the disorder occurring
when, say, the tool is worn
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where the parameter  corresponds to the determina-
tion of the statistical properties of the useful signal.
Although  varies over time, it is constant over long
intervals. We need to determine the time intervals in
which  passes from a variable to a constant state.

CONCLUSIONS
The proposed method permits the solution of

many mathematical and applied problems that are
variational in character but cannot be addressed by
traditional variational calculus. On the other hand,
many nonclassical problems arise specifically from
engineering problems. The optimal characteristics of a
system correspond to its optimal behavior in dynamic
optimization and in determining optimal steady char-
acteristics during static optimization. Optimization is
possible in designing the system and the regulator.
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